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Abstract

 
Via AI video generators, it is possible to create educational videos with humanistic instructors by simply providing a script. The characteristics of video types and features of instructors in videos impact video engagement and, consequently, performance. This study aimed to compare the impact of human instructors and AI-generated instructors in video lectures on video engagement and academic performance. Additionally, the study aimed to examine students’ opinions on both types of videos. Convergent-parallel approach mixed method was used in this study. A total of 108 undergraduate students participated: 48 in the experimental group, 52 in the control group, and eight in the focus group. While the experimental group (AI-generated instructor) and control group (human instructor) watched 10 minutes of two videos each in two weeks, the students in the focus group watched both types of videos with human and AI-generated instructors. Data were collected through the Video Engagement Scale (VES) after the experimental process, and the Academic Performance Test as a pretest and posttest was administered in both groups. The findings of the experimental part revealed that learners’ video engagement was higher in the course with the human instructor compared to the course with the AI-generated instructor. However, the instructor type did not have a significant effect on academic performance. The results based on the qualitative part showed that students thought the AI-generated instructor caused distraction, discomfort, and disconnectedness. However, when the video lesson topic was interesting or when students focused on the video with the intention of learning, these feelings could be ignored. In conclusion, even in today’s conditions, there is no difference in performance between human and AI-generated instructors. As AI technology continues to develop, the difference in engagement is expected to disappear, and AI-generated instructors could be used effectively in video lectures.
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Introduction

 
AI developments, whose place in the education system has been discussed and subject to research for some time, have vivified with generative AI. In the EDUCAUSE Horizon Report (Pelletier et al., 2023), generative AI was considered one of the top technologies that will shape the learning and teaching process. While AI can be defined as the simulation of human intelligence processes by computer systems, generative AI is defined as “the production of previously unseen synthetic content, in any form and to support any task, through generative modeling” by García-Peñalvo and Vázquez-Ingelmo (2023) as a result of their systematic mapping study. The form of this content can be visual, text, audio, or video. While there are concerns about the application of generative AI in education (Grassini, 2023; Lambert & Stevens, 2023), it has a huge potential waiting to be explored. When considered in the context of education, it is possible to produce instructional content with generative AI, give automated feedback, individualize the learning process, or support courses with conversational educational agents (Bozkurt, 2023; Lo, 2023; Pelletier et al., 2023). The focus of this study is on video lectures produced with generative AI.

 
Instructional videos, which could be used as part of larger lessons and either in online or face-to-face classrooms, include both visual and verbal material; the verbal part could be in the form of voice and/or text (Fiorella & Mayer, 2018). A real instructor or pedagogical agent often delivers the verbal part in instructional videos. For a while, massive open online courses (MOOCs) have been popular, and they mainly consist of video lectures; on the other hand, with the COVID-19 pandemic and recent learning movements such as hybrid or flipped classrooms, even face-to-face courses include video lectures. In this respect, it can be said that video lectures are frequently used for education, especially for online learning.

 
There are many challenges in the video lecture producing process with instructors (Crook & Schofield, 2017). AI video generators have started to be used as a solution. While AI video generators can be used to automate video editing, enhance video features such as resolution, perform automatic video summarization, generate subtitles for spoken content, and perform translation, they can also generate video from text/image and manipulate facial expressions, swap faces, and create deepfake videos. Through AI-generated video platforms, individuals with no video editing skills can create highly convincing synthetic video lectures, with AI-generated humanistic avatars and voices, simply by providing a script (Pellas, 2023). As expected, this is less time-consuming and costly than producing a video lecture through traditional means (Pellas, 2023). There are different types of video lecture productions with AI. Having an agent presenting slides with the real instructor’s face and voice is an interesting example of these productions (Dao et al., 2021).

 
It is known that the effect of video lecture types on video engagement differs (Chen & Thomas, 2020). Especially, video lectures in which the instructor is present have been the subject of research from several perspectives. Even the instructor’s presence in the video lecture is controversial (Alemdag, 2022). In a large-scale study in which 4,466 learners from 10 highly rated MOOCs participated, Hew (2018) found that having the instructor’s face in a video is preferred, but it is not necessary that it be there throughout the video. Recent studies have shown that instructor presence is critical in different video lecture types. For example, in a course that mainly includes declarative knowledge, performance was higher with instructor voice-over handbook videos as compared to videos showing the instructor and a whiteboard or slides, while in a procedural knowledge intensive course, performance was higher with videos that showed the instructor in front of a whiteboard (Urhan & Kocadere, 2024). Horovitz and Mayer (2021) studied how the virtual and human instructor being happy or bored in the video affects the learning process and outcomes. Although students perceived the emotional state of both instructors, the learning outcome did not differ. Learners responded to the emotional state of instructors in a similar way, but learners were found to be better at recognizing the human instructor’s emotions.

 
Whether virtual or human, factors such as how much of the instructor’s body is seen, the tone of their voice, displaying enthusiasm, showing empathy, and using non-verbal cues have been shown to have different effects on video engagement and learning (Dai et al., 2022; Verma et al., 2023). Even the context in which video is used has an impact on its effect; students in online courses engage with videos more than students in blended courses (Seo et al., 2021). With the perspective that teachers’ physical characteristics are effective on students’ learning and engagement, Daniels and Lee (2022) stated that AI can be used to create computer-generated teachers customized by race, gender, age, voice, language, and ethnicity when developing online courses.

 
In the research, AI-generated pedagogical agents in human form are described using terms such as AI-generated avatar, animated agent, virtual human, digital human, virtual tutor, and synthetic virtual instructor. However, not all of these terms are used in the same sense. For example, a virtual tutor can even be an animal cartoon character. Studies about AI-generated instructors that look and sound like humans are not very common in the literature. One example in this context is the study of Leiker et al. (2023). They examined the impact of using generative AI to create video lectures with synthetic virtual instructors. In the comparison, no difference was found between improvement and learning experience perception. As a result of the study, it was stated that AI-generated learning videos have the potential to replace those produced in the traditional method.

 
Vallis et al. (2023) used AI-generated avatars for presenting videos and online activities in a course. Through qualitative research, they examined students’ perceptions of learning with AI-generated avatars. Although students drew attention to the avatar’s less social and personal nature, they found the AI-generated avatar appropriate for lecture delivery.

 
Daniels and Lee (2022) examined the impact of avatar teachers on student learning and engagement via survey and interview. The research had mixed results; while some students found the avatar teacher engaging, others found it distracting. The importance of using appropriate teacher voice in the videos was expressed. However, some students stated that the teacher’s physical characteristics had no effect as long as content was delivered well. In addition, some stated that the presence of a human teacher fosters a feeling of connection, establishing confidence in the information presented during the video lecture.

 
While the literature has not yet reached saturation even for human avatars (Beege et al., 2023), and it is not clear which agents with which characteristics should be included in videos for which conditions (Henderson & Schroeder, 2021), AI-based agents have come to the surface and are being used. This study aimed to analyse the difference between video lectures which include human and AI-generated instructors from the video engagement and academic performance perspective. It is possible to say that the higher the video engagement, the higher the success (Ozan & Ozarslan, 2016; Soffer & Cohen, 2019). For this reason, it is essential to produce videos with high engagement. Whether this is possible with AI-generated instructors is an issue that needs to be examined. From this point of view, we posed these research questions:

 
	Does the type of instructor (AI-generated or human) affect the academic performance of participants?

	Does the type of instructor (AI-generated or human) affect participants’ engagement in video lectures?

	What are students’ views about AI-generated and human instructors in video lectures?



 
Method

Research Model

 
A convergent parallel approach was used in the study based on mixed methods. In this approach, quantitative and qualitative data are collected independently and combined in the interpretation phase to support the quantitative data and understand the subject more deeply (Creswell & Clark, 2011). In the quantitative dimension of this study, an experimental design was used to examine the effect of instructor types on the video engagement and academic performances of participants. In the qualitative dimension of the research, a focus group was formed to examine the factors that caused the results. The collected quantitative and qualitative data were analyzed and interpreted.

 
Study Group

 
The participants were undergraduate students in the 2nd and 3rd grade at the Department of Computer Technologies and Information Systems at a state university in Bartın, Turkey. Initially, there were 112 participants, 32 female and 80 male, all between the ages of 19 and 22.  Participants had similar backgrounds and previously had not taken any courses on gamification, the subject of the video lecture. On the voluntary participation form signed by participants, it was verified whether they had taken a gamification course before. We then assigned 52 participants to a control group and 52 others to an experimental group. Four people in the experimental group were eventually excluded from the study because they could not complete the data collection process. Eight students participated in the focus group.

 
Procedure

 
Participants were randomly assigned to control and experimental groups according to whether their student numbers were odd or even. The control group watched video lectures that featured a human instructor while the experimental group had video lectures delivered by an AI-generated instructor. The methodological process of the research is summarized in Table 1.

 
 Table 1

 Summary of Research Method Comparing Student Responses to Human and AI-Generated Instructors in Video Lectures

   	Group
 	Participants
 	Pretest
 	Video lecture type
 	Posttest
 

  	Experimental
 	48 students randomly assigned
 	Academic performance
 	With AI-generated instructor
 	VES and academic performance
 

  	Control
 	52 students randomly assigned
 	Academic performance
 	With human instructor
 	VES and academic performance
 

  	Focus
 	8 volunteer students
 	 
 	With AI-generated instructor and with human instructor
 	Interview
 

 


 Note. VES = Video Engagement Scale. There was no pretest given to the focus group.

 
After different video types were developed, implementation began. The research included two different processes: the experimental process and the focus group interviews. The experimental process covered 3 weeks. In the first week, students were assigned to experimental and control groups. An academic performance test was applied to both groups. In the second and third weeks, videos featuring an AI-generated instructor were shown to participants in the experimental group, and videos featuring a human instructor were shown to the control group. Both groups watched the videos in the computer laboratory while wearing headphones. After completing the videos, the academic performance test and video engagement scale were administered to participants.

 
Then, a focus group consisting of eight people was formed. This focus group was shown both types of videos in the computer laboratory. At the end of the application, data regarding participants’ opinions about the two different video types were collected. The implementation process is summarized in Figure 1.


 Figure 1

 Implementation Process of the Study Comparing Student Responses to Human and AI-Generated Instructors in Video Lectures

[image: 7815 f1]

 
Videos Lectures

 
This study used two different videos explaining gamified assessment and gamification tools as the lecture material. Within the scope of the study, two types of videos were developed: one with a human instructor and the other with an AI-generated instructor. During the video development process for both types of video lectures, the text was first scripted and then the visuals and texts were combined in a presentation form. Then, an AI-based instructor video was added to the prepared presentation for the experimental group, and a human instructor video for the control group. The videos are of the talking-head type. Lessons were prepared in Turkish. The screenshots, shown in Figure 2, have been translated into English in this article for the purpose of reader comprehension.


 Figure 2

 Screenshots from the Control and Experimental Groups Video Lecture on Gamified Assessment Tools
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 Note. Panel A: Screenshot from the control group video with a human instructor. Panel B: Screenshot from the experimental group video with an AI-generated instructor.

 
The video with the AI-based instructor prepared for the experimental group was created with Vidext. Vidext is a generative AI tool that can produce videos in 27 languages from text by selecting different avatars (Ferre, 2023). The avatar chosen in video lectures created with Vidext exhibits various body movements during the lecture, just like real instructors. Their facial expressions differ, and they can display different postures (Ferre, 2023). Vidext is a commercial software, and only the trial version is free. It contains many design templates, and it is stated that it produces videos 10 times faster than other video generators (Marín, 2024).

 
In the control group, the prepared learning material was presented by a human instructor. The same script used in the experimental group was voiced, and the human instructor recorded the video. The human instructor is a lecturer from a different university who, therefore, is not known to the students who took part in the research. In summary, the same presentation and the same script were used in both video types. The instructors added to the presentations were similar in terms of their location on the screen and design appearance. Taking into consideration the studies in the literature (e.g., Hew, 2018; Manasrah et al., 2021; Ozan & Ozarslan, 2016), short videos (approximately 10 minutes) were prepared to engage the learners more easily.

 
Instruments

 
In this study, the Video Engagement Scale (VES) was administered to the participants after the experimental process, and data were collected by applying the Academic Performance Test before and after the experimental process. After this, a focus group interview was held with students to explore their opinions about the two different types of videos. Information about these data collection tools is explained under the subheadings that follow.

 
 VES

 
Within the scope of this study, the Video Engagement Scale developed by Visser et al. (2016) and adapted into Turkish by Deryakulu et al. (2019) was used to determine the level of engagement of learners while watching the educational videos described in the video lecture section. This 7-point Likert-type scale consists of 15 questions. The lowest score that can be obtained from the scale is 15 and the highest is 105.

 
The scale has a 5-factor structure: (a) attention, (b) going into a narrative world, (c) identity, (d) empathy, and (e) emotion. In the original study group, the internal consistency coefficiency (Cronbach’s alpha) for the factors was 0.57, 0.73, 0.87, 0.78, and 0.69, respectively. ​​ The scale's overall consistency was 0.90. The attention factor measures how much individuals focus on the video by disconnecting from the outside world. The going into a narrative world factor measures the extent to which one is immersed in the narrative world of the video. The identity factor measures the extent to which the identity of the character in the video, that is, the teacher, is adopted by the learners. The empathy factor measures the extent to which learners experience similar feelings to the teacher in the video. The emotion factor measures what kind of emotions the video lecture evokes in the individual. In this study, the Cronbach’s alpha of the factors was 0.64, 0.68, 0.88, 0.89, and 0.81, respectively.

 
 Academic Performance Test

 
As explained previously, the video lectures cover gamification tools and gamified assessment topics. In order to determine the performance of students in these subjects, we prepared an academic performance test that included 10 questions, five related to each topic in the video. The items were multiple-choice, and each question had four possible answers. The test was structured so that each correct answer equaled 1 point. The lowest score that could have been obtained from the test was 0, and the highest score was 10.

 
For the academic performance test, the researchers prepared a multiple-choice question pool containing 14 questions based on the video lectures’ content. A subject matter expert was asked to evaluate the scope and structure of the draft academic performance test. Following expert opinion, four questions were removed, and expressions that could lead to misunderstandings were edited.

 
 Semi-Structured Interview Form

 
As Roulston (2010) suggested, the main interview questions were limited in number, and the opinions of learners were detailed with follow-up questions. The form included three basic questions for each type of video:

 
	What do you think about the video you watched?

	How did the video you watched make you feel?

	How did the video you watched affect your learning?



 
These were followed by another question to compare the types:

 
	When you compare video lectures, what would you say?



 
Data Analysis

 
In this study, the academic performance pretest was first compared between the groups to evaluate whether the experimental and control groups had similar knowledge levels about gamification. According to the results of the independent samples t-test, there was no significant difference between the pretest academic performances of the groups (t(98) = 0.18, p > .05). Then, posttests for the variables were compared. Parametric tests were preferred since the data for the groups were normally distributed and homogeneous.

 
In this study, independent samples t-test and analysis of covariance (ANCOVA) were used to compare the video engagement and academic performance of the experimental and control groups. ANCOVA was applied to the data of the academic performance test used for the pretest and posttest. In this way, the effect of the pretest on the posttest was intended to be controlled (Büyüköztürk, 1998). The data collected with the VES used only for the posttest was analyzed with an independent samples t-test, and the differences between the groups were reported.

 
In the qualitative dimension of the research, participants were asked for their opinions about two different types of videos. Qualitative data were examined with content analysis. Content analysis focuses on making repeatable and valuable inferences from a text (Krippendorff, 2018). The analysis is carried out in four stages: (a) data coding, (b) finding themes, (c) organizing the codes and themes, and (d) interpreting the findings (Yıldırım & Şimşek, 2006). The data were analyzed and, independently, an external researcher also reviewed the figures. Reliability between coders was calculated with Cohen’s kappa coefficient, and it was found that a significant level of agreement was reached (Cohen’s κ = .61, p < .05). The results were then confirmed by asking additional questions to the focus group participants. To increase trustworthiness, data from interviews were reported with quotations and participant IDs.

 
Findings

Comparison of Findings on Video Engagement

 
The first research question was “Does the type of instructor (AI-generated/human) affect participants’ engagement in the video lectures?” To answer the question, the groups’ responses to the VES were analyzed with an independent sample t-test.

 
In Table 2, the averages in the experimental and control groups for the subdimensions of video engagement, attention, going into a narrative world, identity, empathy, and emotion are compared. In this context, a significant difference was found between the average of the experimental group (XE = 11.13) and the average of the control group (XC = 13.12) in the attention dimension (t(98) = 3.04, p < .05). A significant difference was also found between the average of the experimental group (XE = 10.81) and the average of the control group (XC = 12.27) in the going into a narrative world dimension (t(98) = 1.99, p < .05). A significant difference was found as well between the average of the experimental group (XE = 7.60) and the average of the control group (XC = 9.73) in the identity dimension (t(98) = 2.51, p < .05). For the empathy dimension, a significant difference was found between the experimental group (XE = 7.50) and control group averages (XC = 11.90), where t(98) = 5.22 and p < .05. Finally, for the emotion dimension, the difference between the experimental group (XE = 9.73) and control group averages (XC = 12.42) is statistically significant (t(98) = 3.89, p < .05). A significant difference was seen in all subdimensions, and it was found that the total video engagement score of the control group (XC = 59.46) was significantly higher than the experimental group (XE = 46.77), where t(98) = 3.89 and p < .05.

 
 Table 2

 Comparing Video Engagement Between Groups

   	VES subdimension
 	Group 
 	 X 
 	 df 
 	 t 
 	 p 
 

  	Attention
 	Experimental
 	11.13
 	98
 	3.04
 	.03
 

  	Control
 	13.12


  	Going into a narrative world
 	Experimental
 	10.81
 	98
 	1.99
 	.049
 

  	Control
 	12.27


  	Identity
 	Experimental
 	7.60
 	98
 	2.51
 	.014
 

  	Control
 	9.73


  	Empathy
 	Experimental
 	7.50
 	98
 	5.22
 	.00
 

  	Control
 	11.90


  	Emotion
 	Experimental
 	9.73
 	98
 	3.30
 	.001
 

  	Control
 	12.42


  	Total (video engagement)
 	Experimental
 	46.77
 	98
 	3.89
 	.00
 

  	Control
 	59.46


 


 Note.  Experimental n = 48. Control n = 52. VES = video engagement scale.

 
Comparison of Findings on Academic Performance

 
The academic performance test scores of the groups were analyzed with ANCOVA to answer, “Does the type of instructor (AI-generated/human) affect the academic performance of the participants?” Table 3 shows the adjusted average academic performance scores. According to the analysis results displayed in Table 4, no significant difference was observed between the adjusted academic performance averages of the groups (F(group-error) = 0.638, p > .05).

 
However, it was determined that the posttest average of the experimental group (XE = 7.29) was higher than the pretest average (XE = 5.53), and the posttest average of the control group (XC = 7.35) was higher than the pretest average (XC = 5.47). Students learned from both types of video lessons; there was no significant difference between them in terms of performance.

 
 Table 3

 
 Adjusted Average Academic Performance Scores for Control and Experimental Groups

   	Group
 	Pretest
 	Posttest
 

  	 N 
 	 X 
 	 SD 
 	 N 
 	 X 
 	 SD 
 

  	Experimental 
 	48
 	5.53
 	1.92
 	48
 	7.29
 	1.82
 

  	Control
 	52
 	5.47
 	1.42
 	52
 	7.35
 	1.69
 

 


 
 Table 4

 
 Comparing Academic Performance Between Groups

   	Variance source 
 	 SS 
 	 df 
 	 MS 
 	 F 
 	 p 
 

  	Pretest
 	75.053
 	1
 	75.053
 	31.892
 	.000
 

  	Group
 	1.501
 	1
 	1.501
 	0.638
 	.426
 

  	Error
 	225.922
 	96
 	2.353
 	 
 	 
 

  	Total
 	5660
 	100
 	 
 	 
 	 
 

 



Students’ Views on the Different Types of Video Lectures

 
When the qualitative data were analyzed, it was seen that the opinions could be gathered under themes of distraction, discomfort, disconnectedness, and learning. The themes were named from the perspective of AI-generated instructor lectures, and while the first three are negative, learning is a theme that can be interpreted as positive. These are shown in Table 5 and discussed below.

 
 Distraction 

 
Six students expressed that the AI-generated instructor’s speech and animation caused distraction due to low human-likeness. They mentioned that the voice was digital, there was a lack of emphasis, and that there were pronunciation mistakes in the speech. There were also complaints about the AI-generated instructor’s animation, which included movements, gestures, and expressions. Participant 1 said, “The voice in the AI version was very digital, it sounded like I was listening to the woman in the navigation system. I thought it was too synthetic. It was hard for me to focus.”

 
Participant 2 also found it hard to focus:

 
It is more difficult to focus to the AI instructor, the voice always goes in the same rhythm. Besides, there were some pronunciation mistakes. That’s why I couldn’t pay full attention to the subject. Also, the teacher animation created with AI was distracting for me.

 
While two students mentioned their displeasure just about the speech, and four students mentioned similar issues with both the speech and animation, Participant 6 was not bothered by the speech but was unsatisfied with the animation of the AI-generated instructor.

 
I was also distracted by the AI, if there was no animation of the AI-generated instructor, just the synthetic voice, it might not have felt so different from the human version. Even though the voice sounded human-like in the animated videos, the movements, gestures, and facial expressions on the screen felt unnatural. I think it would be more effective without the animation.

 
 Discomfort 

 
Two students mentioned a discomfort similar to the disturbance caused by the uncanny valley effect in the literature. One even used this expression directly. The uncanny valley describes a situation in which a machine appears to be almost human, yet not quite, which can cause a sense of unease (Cambridge Dictionary, n.d.). The AI-generated instructor was very similar to a human, but there was also an unfamiliarity, making students uncomfortable. For example, Participant 7 said, “The AI-instructor made me uncomfortable at first, but then I got used to it.... Our brains tend to fear things that are very human-like but not a human, that might be the reason that I felt uncomfortable.” Participant 8 added, “I had a bit of an uncanny valley effect, I felt uncomfortable, the AI instructor acts like a human, but she is not.”

 
 Disconnectedness 

 
Although a recorded human video was used in the study, and the instructor in the videos was not recognized by the students, the AI-generated instructor was considered to be insincere, not having human characteristics, and, therefore, not giving a sense of personal connection. Participant 6 discussed this phenomenon.

 
The real instructor gives a more intimate feeling, more personalized than the AI. It is not possible to get this personalization feeling in the AI version. When there is a real person in the video, even if it is a recording, I can empathize as if someone is talking to me considering my previous learning experiences.

 
Participant 8 agreed with this assessment.

 
Seeing the teacher’s face helped me to focus on the video. I followed her voice by watching her face. I know there is a real person behind her, it is easy to follow her. In AI, I got detached, there was no connection feeling.

 
 Learning 

 
In addition to the negative opinions about AI-generated videos, four students made positive comments about being able to learn from the AI instructor. Some students stated that they could learn when the subject was interesting enough or that they could learn if they focused on learning instead of AI-human instructor comparison. These views seem to be meaningful in explaining the significant improvement in the academic performance in both groups. Participant 7 said, “The subject of the video was very interesting for me. As such, my initial bad feeling about the AI-generated instructor disappeared, and I was able to watch the AI video and learn the topic.”

 
Participant 8 expressed a similar sentiment:

 
The AI instructor seemed synthetic, but the fact that I had this knowledge and that I had also watched the real human version may have been effective in making me feel this way. If I had only watched the AI version instead of watching both and making a comparison, I think I would have learned the subject easily because my focus would have been on learning.

 
 Table 5

 
 Participant Opinions About the AI-Generated Instructor

   	Participant
 	Negative theme
 	Positive theme
 

  	Distraction
 	Discomfort
 	Disconnectedness
 	Learning
 

  	Speech
 	Animation


  	1
 	x
 	 
 	 
 	 
 	 
 

  	2
 	x
 	x
 	 
 	 
 	x
 

  	3
 	x
 	 
 	 
 	 
 	 
 

  	4
 	x
 	x
 	 
 	 
 	x
 

  	5
 	x
 	x
 	 
 	 
 	 
 

  	6
 	 
 	x
 	 
 	x
 	 
 

  	7
 	x
 	x
 	x
 	 
 	x
 

  	8
 	 
 	 
 	x
 	x
 	x
 

  	Total n 
 	6
 	5
 	2
 	2
 	4
 

  	Total %
 	87.5
 	25
 	25
 	50
 

 



Students’ opinions support the quantitative findings. The reason for the low video engagement in the AI-generated instructor could be the distraction, which is directly related to the attention dimension of the VES. In addition, it seems easier for students to engage in videos with the human instructor, since they feel more connected and the video is more personalized. In the disconnectedness theme, one student mentioned empath, which might indicate the empathy dimension of the VES. Another theme that emerged was related to students’ uncomfortable feelings about the AI-generated instructor. The reason for this was expressed as both having an avatar very similar to a human and knowing that it was not human. On the other hand, when they were interested in the content or watched the video intending to learn, they did not have difficulty in learning. This is also a consistent finding with the academic performance test results.

 
Discussion

 
According to the experimental part of the study, the engagement of learners in the video course with the human instructor was higher than in the course with the AI-generated instructor. However, instructor type did not have a significant effect on academic performance. In the focus group interview, it was emphasized that the AI-generated virtual instructor made participants feel distracted, uncomfortable, and disconnected. In this context, like in the study of Vallis et al. (2023), the most frequently cited negative aspect of AI-generated instructors is that they cause distraction. It has been stated that the source of this situation is speech and animation. In fact, it is known that first impressions are more positive for a human than for a virtual instructor (Miller et al., 2023). It is thought that this problem can be solved with technological developments, thanks to synthesis engines that are getting better at creating reliable faces that don’t cause uncanny valleys (Nightingale & Farid, 2022). On the other hand, the discomfort and disconnectedness felt in the video lecture with the AI-generated instructor might be corrected by improving the emotional characteristics of the avatar. Indeed, studies have found that adding emotional expressions to the virtual instructor positively affected empathy and the uncanny valley effect (Higgins et al., 2023). However, it was determined that these negative situations can be ignored by learners who find the video lecture’s subject matter interesting or simply focus on learning.

 
The internal validity of the attention dimension of the VES used in this study is not at the desired level, which can be considered a limitation. However, this study indicated that the engagement in video lectures with the AI-generated virtual instructor is lower than that of the human instructor, and the main source of this is the synthetic voice, speech, and animation. For learners’ engagement in a video lecture, they are expected to be able to focus, adopt the identity of the teacher, identify the teacher’s emotions and feel similar feelings, and experience various emotions while being immersed in the narrative world of the lecture (Visser et al., 2016). In this context, although the AI-generated instructor used human-like gestures, her unnatural voice, speech, and gestures may have caused participants to have difficulty experiencing emotions, empathizing, adopting the instructor’s identity, and focusing on the video. The close relationship of emotional factors with engagement has been shown in different studies. Pan et al. (2023) found that affective scaffolding predicted engagement positively. In a study examining the effect of the instructor’s presence and absence on engagement in a video lecture, it was concluded that the instructor’s presence gives an intimate and personal feel, which leads to a higher level of engagement (Guo et al., 2014). Similarly, a teacher’s closeness in communication with a student in the classroom, that is, immediacy behavior and sincere behavior, have a high level of impact on engagement (Hu & Wang, 2023; Wang & Kruk, 2024). The results of these studies, that a human instructor increases engagement by providing an intimate feeling, seem consistent with our findings. In addition to these situations, participants stated that the learners who found the subject interesting could focus on the video without being affected by the instructor’s type. According to Shoufan’s (2019) study, the factors that affect university-level students’ liking of an educational video are technical presentation, content, efficiency, the speaker’s voice, and the interestingness of the video. Therefore, the content itself and subject being interesting may cause the instructor’s type (AI-generated or human) to be ignored by learners.

 
Additionally, this study found that instructor type affected video engagement but did not affect academic performance. Leiker et al. (2023) compared those who watched a video lecture featuring an AI-generated virtual instructor with those who watched the traditionally produced instructor video and found that the learning of both groups improved, while no difference was found between the two groups in terms of learning. Studies investigating the effect of the human versus synthesized voice on academic performance in AI-based lectures are frequently encountered (e.g., Chiou et al., 2020). A systematic review conducted between 2010—2021 examining the impact of pedagogical agent features on academic performance and motivation found that the voice type did not affect academic performance (Dai et al., 2022). Another study found that the impact of using human voice and synthesized voice on retention did not differ (Davis et al., 2019). It is known that academic performance does not depend only on instructor characteristics. Within the scope of this study, the learning content prepared for both video lectures, the visuals used, and the additional resources recommended were all the same. Therefore, whether the channel transmitting the information was AI-generated or human, instructor type did not prevent performance improvement and did not cause a difference between the groups.

 
Conclusion

 
In this study, the effect of AI-generated virtual and human instructors in video lectures on university students’ video engagement and academic performance was investigated. One hundred and twelve university students participated in the study conducted with mixed methods. In summary, this study found that engagement differs in favor of the human instructor in video lectures where an AI-generated instructor and a human instructor are used. Despite this, it was found that both types of instructors improved academic performance, and it was concluded that academic performance did not differ between groups. This shows that AI-generated video lectures, produced quickly and at a low cost, can be used instead of videos with human instructors provided certain conditions and improvements are met and made.

 
Implications and Recommendations

 
Many studies conducted on the multimedia principle to improve the conditions in question show that many features, such as instructors’ presence in the video lecture, their position on the screen, gestures, tone of voice, and whether they are loved or familiar, are related to behavioral, cognitive, and emotional factors of learning. In this context, in AI-generated video lectures, which have an increasing interest in educational research, structural equation modeling studies can be carried out to see the effect of instructor characteristics on the students’ learning from a holistic perspective. In particular, without forgetting the close relationship of engagement with learning, it can be investigated how affective factors such as empathy, emotion, and identity that the human instructor evokes in the learner can be achieved in video lectures, independent of the instructor’s characteristics. In this context, AI-generated instructors can be added to video lectures based on emotional design and their effects can be discovered. Additionally, in this study, the importance of the instructor sharing a common denominator with the learner was ignored. Considering this, AI-generated instructors can be used in future studies and their effects on engagement can be examined. Finally, it should not be forgotten that content delivery is a very limited part of the learning process and interaction is the main element. Therefore, investigating the situations in which AI-generated instructors interact with students could be meaningful for future studies.
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